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Now [October 2003] I find this ring illusion on the web, without any credit to me, even though

the proportions and layout match mine perfectly. At the site where I found this version, there

was no clue who drew it. Such is the Internet. If the person who borrowed this idea will come

forward, I'll acknowledge that person here. At least it indicates that someone was taken by the

idea. I have changed the color of the version I found, because I considered it ugly.

Impossibly linked ambiguous rings. © 2004 by Donald Simanek.

Finally [Dec, 2004], this illusion evolves into something more interesting. Here two ambiguous

rings are ambiguously linked. All of these illustrations are available in higher-resolution

versions on request. Readers have suggested several names or captions for it: "the

interconnectedness of everything," "a new atomic theory," "tying mental knots," "super-

colliding synchronous orbitals," "illusory quantum entanglement," (I like that one.) and "virtual



John Wheeler’s Universe 
as Quantum Self-Excited Circuit



Our Universe as a Quantum Knot
Self-Excited Circuit



In the hefty book “Gravitation” by 
Misner, Thorne and Wheeler 

it is suggested that 

Physics should be a manifestation of logic:
Pregeometry as a form of the calculus of

propositions. 

This is proposed as an idea for an idea.
We read:

Logic
Icon

Diagrammatic Categories
Knots and Topology. 



Theme of Spin Networks

Roger Penrose originally defined 
SU(2) Spin Networks in a search for
a process background for spacetime.
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Figure 1. (a.) A spin network state with N external lines based
on the invariant ω; a spin network with only these N open lines.
The lines are labeled 1, 2, . . . , N . Two of the spins k and l are
identified. (b.) A particular example with two lines of k and l spin.
(c.) The exchange of a spin-1/2 “particle.” This “experiment”
helps determine the angle between the two lines.

the associated angle operator are constructed with similar techniques but are based
on “orthogonal” surfaces.

These steps are similar to the development of the “cosine operator” in Mous-
souris’ dissertation [9]. Since this work is unpublished, it is worth reviewing this
construction in some detail. This is done in Section 2. In Section 3 there is a brief
review of quantum geometry as it has developed in the background independent
quantization of Hamiltonian gravity. In Section 4 a scalar product density operator
is introduced and the spectrum computed. Then the cosine operator is defined.
This operator is shown to have the expected naive classical limit in Section 4.4.
There are two regularizations sketched in Section 4.5. In Section 5 the second an-
gle operator is introduced. Some variations on the operator and the semiclassical
limits are discussed in the final section of the paper. Both of the operators share
some striking features including a completely discrete spectra and independence of
both the Planck length and the Immirizi parameter ([10] - [12]).

2. The Spin Geometry Theorem

Difficulties inherent in the continuum formulation of physics – from ultra-violet
divergences in quantum field theory to the evolution of regular data into singulari-
ties in general relativity – led Penrose to explore a fundamentally discrete structure
for spacetime. His insight was that one could define the notion of direction with
combinatorics of spin networks and recover the continuum of angles to arbitrary ac-
curacy. He accomplished this by using the discrete spectrum of angular momentum
operators.

Relative orientations arise out of a spin network structure through scalar prod-
ucts of angular momentum operators. The construction offers a way to determine
angles in three dimensional space without any reference to background manifold
structure.1 Realistic models of angles must be arbitrarily fine and are constructed
with complex networks.

To see how this comes about, consider a spin state ω with N correlated external
lines as shown in Fig. (1a). These lines are built of N (N ≥ 3) spins si, i =
1, 2, . . .N . The relative angles between the different lines are described by angular
momentum operators Ĵ(k) which act on the kth line of the graph. (The indices in
parentheses distinguish them from the indices of the spatial manifold.) The scalar

1The angle operator defined in quantum geometry does depend on the manifold structure
through a dependence on the tangent space at vertices. See Section 4.



Knot Logic

Linking As Mutuality



Self-Mutuality and Fundamental Triplicity

Trefoil as stable self-mutuality
in three loops about itself.



Patterned Integrity

The knot is structurally independent
of the substrate that carries it.

All information in the knot
occurs in its relationship with the ambient space.



Crossing 
as Relationship

Self-
Membership

Mutuality

Knot Sets



Architecture of Counting

= 0
= 1

= 2

= 3



Knot Sets : Cancellation of Identicals



Knot Sets are Invariant under 
Reidemeister Moves



A 
belongs to A.

A does not
belong to A.

Russell  Paradox (K)not.



Knots and Their Topology
Require
More

Structure



Three-Coloring a Knot Diagram

The Rules: 
Either three colors at a crossing, 

OR
one color at a crossing.







Via the three-coloring
we have proved that the 

trefoil knot cannot be undone
using Reidemeister moves.

This is the simplest proof known
that the trefoil knot is non-trivial.



   

Figure 1 - A knot diagram.

I

II

III

Figure 2 - The Reidemeister Moves.

That is, two knots are regarded as equivalent if one embedding can be obtained
from the other through a continuous family of embeddings of circles in three-
space. A link is an embedding of a disjoiint collection of circles, taken up to
ambient isotopy. Figure 1 illustrates a diagramm for a knot. The diagram is
regarded both as a schematic picture of the knot, and as a plane graph with
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extra structure at the nodes (indicating how the curve of the knot passes over
or under itself by standard pictorial conventions).

1 2
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Braid Generators

1s1
-1s = 1

1s 2s 1s 2s 1s 2s=

1s 3s 1s3s=

Figure 3 - Braid Generators.

Ambient isotopy is mathematically the same as the equivalence relation
generated on diagrams by the Reidemeister moves. These moves are illustrated
in Figure 2. Each move is performed on a local part of the diagram that is
topologically identical to the part of the diagram illustrated in this figure
(these figures are representative examples of the types of Reidemeister moves)
without changing the rest of the diagram. The Reidemeister moves are useful in
doing combinatorial topology with knots and links, notaby in working out the
behaviour of knot invariants. A knot invariant is a function defined from knots
and links to some other mathematical object (such as groups or polynomials
or numbers) such that equivalent diagrams are mapped to equivalent objects
(isomorphic groups, identical polynomials, identical numbers).
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Hopf Link

Figure Eight Knot

Trefoil Knot

Figure 4 - Closing Braids to form knots and links.

b CL(b)
Figure 5 - Borromean Rings as a Braid Closure.
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Knots,Links and 
Braids
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where the small diagrams represent parts of larger diagrams that are identical
except at the site indicated in the bracket. We take the convention that the
letter chi, χ, denotes a crossing where the curved line is crossing over the
straight segment. The barred letter denotes the switch of this crossing, where
the curved line is undercrossing the straight segment. See Figure 6 for a graphic
illustration of this relation, and an indication of the convention for choosing
the labels A and A−1 at a given crossing.

AA
-1A

-1A

A
-1A

< > = A < > + < >-1A

< > = A< > + < >-1A

Figure 6 - Bracket Smoothings

It is easy to see that Properties 2 and 3 define the calculation of the bracket
on arbitrary link diagrams. The choices of coefficients (A and A−1) and the
value of δ make the bracket invariant under the Reidemeister moves II and III.
Thus Property 1 is a consequence of the other two properties.

In computing the bracket, one finds the following behaviour under Reide-
meister move I:

< γ >= −A3 <$>

and
< γ >= −A−3 <$>
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The State Summation. In order to obtain a closed formula for the bracket,
we now describe it as a state summation. Let K be any unoriented link
diagram. Define a state, S, of K to be a choice of smoothing for each crossing
of K. There are two choices for smoothing a given crossing, and thus there are
2N states of a diagram with N crossings. In a state we label each smoothing
with A or A−1 according to the left-right convention discussed in Property 3
(see Figure 6). The label is called a vertex weight of the state. There are
two evaluations related to a state. The first one is the product of the vertex
weights, denoted

< K|S > .

The second evaluation is the number of loops in the state S, denoted

||S||.

Define the state summation, < K >, by the formula

< K > =
∑

S

< K|S > δ||S||−1.

It follows from this definition that < K > satisfies the equations

< χ > = A <! > +A−1 <)(>,

< K "O > = δ < K >,

< O > = 1.

The first equation expresses the fact that the entire set of states of a given
diagram is the union, with respect to a given crossing, of those states with
an A-type smoothing and those with an A−1-type smoothing at that crossing.
The second and the third equation are clear from the formula defining the state
summation. Hence this state summation produces the bracket polynomial as
we have described it at the beginning of the section.

Remark. By a change of variables one obtains the original Jones polynomial,
VK(t), for oriented knots and links from the normalized bracket:

VK(t) = fK(t−
1
4 ).

Remark. The bracket polynomial provides a connection between knot theory
and physics, in that the state summation expression for it exhibits it as a
generalized partition function defined on the knot diagram. Partition functions
are ubiquitous in statistical mechanics, where they express the summation
over all states of the physical system of probability weighting functions for the

18

Bracket Polynomial Model for 
Jones Polynomial

Exercise: Prove that the trefoil knot is 
topologically distinct from its mirror image.

d = - A  - A 2 -2











The Jones Polynomial V  (t).K



Quantum Mechanics in a Nutshell

1. (measurement free) Physical processes  
are modeled by unitary transformations

 applied to the state vector: |S> -----> U|S> 

0.  A state of a physical system 
corresponds to a unit vector |S> in a 

complex vector space.

2. If |S> = z  |1> + z  |2> + ... + z   |n>

in a measurement basis {|1>,|2>,...,|n>}, then
measurement of |S> yields |i> with 

probability |z  |^2.

U

1 2 n   

i



Qubit 

a|0> + b|1>

|0> |1>

measure

prob = |a|^2 prob = |b|^2

A qubit is the quantum version of
a classical bit of information.



|0> |1>
|0>

|0> |1>
|0>

|0>

|1>
-|1>

|0> |1>

|0>

|0>|1>

-|1>

Mach-Zender Interferometer

H = [     ]1 1

1 -1
/Sqrt(2) M = [     ]1

1

0

0

HMH = [     ]1 0

0 -1



Quantum Entanglement and 
Topological Entanglement

73.2

Figure 1. The Hopf link.

and gives a specific example of a unitary braiding operator, showing that it does entangle quantum
states. Section 3 ends with a list of problems. Section 4 discusses the link invariants associated
with the braiding operator R introduced in the previous section. Section 5 is a discussion of the
structure of entanglement in relation to measurement. Section 6 is an introduction to the virtual
braid group, an extension of the classical braid group by the symmetric group. We contend
that unitary representations of the virtual braid group provide a good context and language for
quantum computing. Section 7 is a discussion of ideas and concepts that have arisen in the course
of this research. An appendix describes a unitary representation of the three-strand braid group
and its relationship with the Jones polynomial. This representation is presented for contrast since
it can be used to detect highly non-trivial topological states, but it does not involve any quantum
entanglement.

2. The temptation of tangled states

It is quite tempting to make an analogy between topological entanglement in the form of
linked loops in three-dimensional space and the entanglement of quantum states. A topological
entanglement is a non-local structural feature of a topological system. A quantum entanglement
is a non-local structural feature of a quantum system. Take the case of the Hopf link of linking
number one (see figure 1). In this figure we show a simple link of two components and state its
inequivalence to the disjoint union of two unlinked loops. The analogy that one wishes to draw
is with a state of the form

ψ = (|01〉 − |10〉)/
√

2

which is quantum entangled. That is, this state is not of the form ψ1 ⊗ ψ2 ∈ H ⊗ H where
H is a complex vector space of dimension two. Cutting a component of the link removes its
topological entanglement. Observing the state removes its quantum entanglement in this case.

An example of Aravind [1] makes the possibility of such a connection even more tantalizing.
Aravind compares the Borromean rings (see figure 2) and the GHZ state

|ψ〉 = (|β1〉|β2〉|β3〉 − |α1〉|α2〉|α3〉)/
√

2.

The Borromean rings are a three-component link with the property that the triplet of
components is indeed topologically linked, but the removal of any single component leaves
a pair of unlinked rings. Thus, the Borromean rings are of independent intellectual interest as

New Journal of Physics 4 (2002) 73.1–73.18 (http://www.njp.org/)
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Borromean binding∗

Jean-Marc Richard

Laboratoire de Physique Subatomique et Cosmologie

Université Joseph Fourier–CNRS-IN2P3

53, avenue des Martyrs, 38026 Grenoble, France

Abstract
A review is first presented of the Hall–Post inequalities relating N -body to (N −1)-body energies of quantum bound states. These inequalities

are then applied to delimit, in the space of coupling constants, the domain of Borromean binding where a composite system is bound while

smaller subsystems are unbound.

I. INTRODUCTION

There are many examples, at various scales, of compos-

ite systems at the edge between binding and non-binding.

In nuclear physics, a proton–proton or neutron–neutron pair

misses binding by a small margin, while a proton and a neu-

tron form a rather weakly bound deuteron. The existence of a

near-threshold state can induce dramatic consequences, for in-

stance on fusion probabilities [1]. A pair of charmed mesons

is presumably near the border separating stability from spon-

taneous dissociation [2]. Atoms such as 4He were for a long

time believed to be unable to merge into a molecule. Recent

studies indicates a tiny binding of the order of 1 mK for 4He2.

However, if one replaces one of the 4He by an atom contain-

ing the lighter isotope 3He, then the 3He4He is unbound. For

a recent review on 3HeN
4HeM systems, see, e.g., Refs. [3, 4].

An intriguing question is whether it is easier to bind three or

more components than to form a mere two-body bound state.

An answer is provided by the study of halo nuclei, which con-

tain peripheral neutrons. Consider for instance the 6He nu-

cleus. It is stable against any dissociation, while the lighter
5He spontaneously decays into a neutron and a 4He. In the

(reasonable) approximation where the structure of the core is

neglected, this means that the (α, n, n) three-body system is

bound, while neither (α, n) nor (n, n) have a discrete spec-

trum.

This property of 3-body binding without 2-body binding

was astutely named Borromean [5], after the Borromean rings,

FIG. 1: Borromean rings

∗Dedicated to my colleague and friend Vladimir Belyaev at the occasion of

his 70th birthday

which are interlaced in a subtle topological way (see Fig. 1)

such that if any one of them is removed, the two other become

unlocked. The adjective Borromean is nowadays broadly ac-

cepted in the field of quantum few-body systems.

Borromean binding is intimately related to two other fas-

cinating properties of few-body quantum systems. The Efi-

mov effect [6] indicates that when the two-body energy van-

ishes (e.g., by tuning the strength of the potential), a myriad

of weakly-bound states show up in the three-body spectrum.

This implies that the three-body ground-state already exists

at this point. Slightly above the onset of two-body binding,

the ratio E2/E3 of two-body to three-body binding energies

is very small. By rescaling, one can reach a situation with a fi-

nite 2-body energy, and a 3-body energy that becomes infinite

when the range of the potential is made shorter and shorter:

this is the Thomas collapse [7].

This review is organised as follows. In Sec. II, the Hall-Post

inequalities are briefly recalled. They are applied in Sec. III to

constraint the domain of coupling constants leading to Bor-

romean binding for bosons interacting through short-range

forces. The difficulties arising in the case of fermions are de-

scribed in Sec. IV. Borromean binding with Coulomb forces

is the subject of Sec. V, before the conclusions.

II. HALL–POST INEQUALITIES

A number of inequalities can be written down for binding

energies in quantum mechanics if one splits the Hamiltonian

into pieces (each piece being hermitian). Thus, for example,

H = A + B + · · · ⇒ E(H) ≥ E(A) + E(B) + · · · , (1)

in an obvious notation where E(H) is the ground-state energy

of H . Saturation is obtained if A, B, etc., reach their mini-

mum simultaneously. If, for instance, H = p2 − 1/r + r2/2
describes the motion of a particle feeling both a Coulomb and

an harmonic potential, then E(H) ≥ (−1/2) + (3/2), cor-

responding to an equal share of the kinetic energy. A slight

improvement is obtained by writing H =
[
αp2 − 1/r

]
+[

(1 − α)p2 + r2/2
]
, and optimising α.

The reasoning can be applied to obtain a lower bound on

3-body energies in terms of 2-body energies. This has been

discovered independently by several authors working on the

stability of matter [8] or baryon spectroscopy in simple quark
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Is the Aravind analogy only 
superficial?!

(|000> - |111>)/Sqrt(2)



Compare 
|000>+|111>

and
|100>+|010>+|001>.

In the second case, observation in 
a given tensor factor yields an entangled

state with 50-50 probability.

In this way, we can make a case for
quantum knots and links.

WHAT SORT OF LINK WOULD THAT  BE?



|100>+|010>+|001> = 
|1>{|0>} + |0>{|10> + |01>}.

You can imagine a topological 
state that is a superposition of 

multiple link types.



Do we need Quantum Knots?

     � � ��� � �  

3. WHAT IS A QUANTUM KNOT?
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Figure 2 - Observing a Quantum Knot

Definition. A quantum knot is a linear superposition of classical knots.

Figure 2 illustrates the notion that a quantum knot is an enigma of possible knots that resolves into particular
topological structures when it is observed (measured).

For example, we can let K stand for the collection of all knots, choosing one representative from each
equivalence class. This is a denumerable collection and we can form the formal infinite superposition of each of
these knots with some appropriate amplitude ρ(K)eiθ(K) for each knot K ∈ K, with ρ(K) a non-negative real
number.

Q = ΣK∈Kρ(K)eiθ(K)|K〉.

We assume that
ΣK∈Kρ(K)2 = 1.

Q is the form of the most general quantum knot. Any particular quantum knot is obtained by specializing the
associated amplitudes for the individual knots. A measurement of Q will yield the state |K〉 with probability
ρ(K)2.

An example of a more restricted quantum knot can be obtained from a flat diagram such that there are two
choices for over and under crossing at each node of the diagram. Then we can make 2N knot diagrams from the
flat diagram and we can sum over representatives for the different classes of knots that can be made from the
given flat diagram. In this way, you can think of the flat diagram as representing a quantum knot whose potential
observed knots correspond to ways to resolve the crossings of the diagram. Or you could just superimpose a few
random knots.

Observing a Quantum Knot

a|K> + b|K’>

K: probability |a|^2

K’:probability |b|^2

K K’

3. WHAT IS A QUANTUM KNOT?
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Figure 2 - Observing a Quantum Knot

Definition. A quantum knot is a linear superposition of classical knots.

Figure 2 illustrates the notion that a quantum knot is an enigma of possible knots that resolves into particular
topological structures when it is observed (measured).

For example, we can let K stand for the collection of all knots, choosing one representative from each
equivalence class. This is a denumerable collection and we can form the formal infinite superposition of each of
these knots with some appropriate amplitude ρ(K)eiθ(K) for each knot K ∈ K, with ρ(K) a non-negative real
number.

Q = ΣK∈Kρ(K)eiθ(K)|K〉.

We assume that
ΣK∈Kρ(K)2 = 1.

Q is the form of the most general quantum knot. Any particular quantum knot is obtained by specializing the
associated amplitudes for the individual knots. A measurement of Q will yield the state |K〉 with probability
ρ(K)2.

An example of a more restricted quantum knot can be obtained from a flat diagram such that there are two
choices for over and under crossing at each node of the diagram. Then we can make 2N knot diagrams from the
flat diagram and we can sum over representatives for the different classes of knots that can be made from the
given flat diagram. In this way, you can think of the flat diagram as representing a quantum knot whose potential
observed knots correspond to ways to resolve the crossings of the diagram. Or you could just superimpose a few
random knots.

3

(or a linear superposition of representatives for knot types.)



4. WHAT ARE SOME POSSIBLE USES FOR QUANTUM KNOTS?

1. The theory of vortices in supercooled Helium as proposed by Rasetti and Regge30 uses the concept of
quantum knot quite explicitly. The vortex itself is a quantum phenomenon, and their theory uses a
collection of observables that measure a planar curve (projection) of the knot, and then other operators
measure the over or under crossing structure of the nodes of this plane curve. It remains to be seen whether
one can compute the multiplicity of possible knotted structures that are implicit in a given vortex.

2. In a knotted molecule there is some probability of tunneling, whose effect would be to change (from a
given point of view) an under-crossing to an over-crossing in the knotted structure. This is analogous to
the way topology of large molecules such as DNA is changed by the presence of topological enzymes that
can cut a bond, allow strand-passage and reseal the bond. But here we envisage such actions happening
spontaneously at the quantum level, making the small molecule itself into a quantum knot.

3. Let ψ(A) be a function of a gauge field A. Let

ψ̂(K) =

∫
DAψ(A)HK(A),

where the integral denotes your favorite notion of integrating over gauge fields (one chooses a heuristic, or
fixes the gauge to allow a measure theory that can work) and HK(A) denotes the trace of the holonomy
of the gauge field taken around the specific embedding of the knot K in three dimensional space. This is
the loop transform of the function ψ(A) to a function ψ̂(K) of knotted loops in three dimensional space.
The loop transform is not necessarily invariant under topological moves, but this is sometimes the case.
We would like to, at least at the formal level, formulate an inverse transform to the loop transform. This
would take the form

φ̌(A) =
∑

K∈K

φ(K)HK(A) = φ(
∑

K∈K

HK(A))|K〉)

where φ(K) is a functional on knots and these sums would receive appropriate normalizations. Note that
φ̌(A) = φ(QH(A)) where QH(A) is the quantum knot

QH(A) =
∑

K∈K

HK(A))|K〉.

While it is impractical to consider integrating over all possible embeddings of a circle into three dimensional
space, it is mathematically possible to examine summations involving all knot types. In this way the notion
of quantum knot is inextricably tied to these questions about the loop transform. The loop transform is
of particular value in the quantum gravity theory of Ashtekar, Smolin and Rovelli.31

4. State summmation models for knot invariants such as the bracket state sum model19, 20 for the Jones
polynomial use collections of internal states for a given knot diagram. Thus one has formulas such as

〈K〉 =
∑
S∈S

〈K|S〉

where, in the case of the bracket polynomial 〈K|S〉 is a product of vertex weights multiplied by a “loop
value” raised to the number of loops in the state S. The set of states S is obtained combinatorially from
the diagram. (This description differs slightly in notation from that used in the references.) We see that it
is natural to write

|K〉 =
∑

〈K|S〉|S〉,

writing a quantum knot state in terms of its internal states. Then with |S >=
∑

|S〉, we have

〈S|K〉 =
∑

〈K|S〉 = 〈K〉.

In this formalism, one can regard the state |K〉 =
∑

〈K|S〉|S〉 as a preparation, and the computation 〈S|K〉
as the relative amplitude for measurement in the state |S〉. Thus this is a schema for quantum computation
(albeit inefficient) of these invariants.

4

Knots, Gauge Fields and Quantum Gravity
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Abstract In this paper, we give a precise and workable definition of a quantum knot
system, the states of which are called quantum knots. This definition can be viewed as
a blueprint for the construction of an actual physical quantum system. Moreover, this
definition of a quantum knot system is intended to represent the “quantum embodi-
ment” of a closed knotted physical piece of rope. A quantum knot, as a state of this
system, represents the state of such a knotted closed piece of rope, i.e., the particular
spatial configuration of the knot tied in the rope. Associated with a quantum knot sys-
tem is a group of unitary transformations, called the ambient group, which represents
all possible ways of moving the rope around (without cutting the rope, and without
letting the rope pass through itself.) Of course, unlike a classical closed piece of rope,
a quantum knot can exhibit non-classical behavior, such as quantum superposition and
quantum entanglement. This raises some interesting and puzzling questions about the
relation between topological and quantum entanglement. The knot type of a quantum
knot is simply the orbit of the quantum knot under the action of the ambient group.
We investigate quantum observables which are invariants of quantum knot type. We
also study the Hamiltonians associated with the generators of the ambient group, and
briefly look at the quantum tunneling of overcrossings into undercrossings. A basic
building block in this paper is a mosaic system which is a formal (rewriting) system of
symbol strings. We conjecture that this formal system fully captures in an axiomatic
way all of the properties of tame knot theory.
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1 Introduction

The objective of this paper is to set the foundation for a research program on quantum
knots.1

For simplicity of exposition, we will throughout this paper frequently use the term
“knot” to mean either a knot or a link.2

In part 1 of this paper, we create a formal system (K, A) consisting of

(1) A graded set K of symbol strings, called knot mosaics, and
(2) A graded subgroup A, called the knot mosaic ambient group, of the group of all

permutations of the set of knot mosaics K.

We conjecture that the formal system (K, A) fully captures the entire structure of
tame knot theory.

Three examples of knot mosaics are given below:

Each of these knot mosaics is a string made up of the following 11 symbols

called mosaic tiles.
An example of an element in the mosaic ambient group A is the mosaic Reidemeister

1 move illustrated below:

1 A PowerPoint presentation of this paper can be found at http://www.csee.umbc.edu/~lomonaco/Lectures.
html.
2 For references on knot theory, see for example [4,10,13,20].
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Quantum knots and mosaics

Here is yet another way of finding quantum knot invariants:

Theorem 3 Let Q
(
K(n), A(n)

)
be a quantum knot system, and let ! be an observable

on the Hilbert space K(n). Let St (!) be the stabilizer subgroup for !, i.e.,

St (!) =
{
U ∈ A(n) : U!U−1 = !

}
.

Then the observable
∑

U∈A(n)/St(!)

U!U−1

is a quantum knot n-invariant, where
∑

U∈A(n)/St(!) U!U−1 denotes a sum over a
complete set of coset representatives for the stabilizer subgroup St (!) of the ambient
group A(n).

Proof The observable
∑

g∈A(n) g!g−1is obviously an quantum knotn-invariant, since

g′
(∑

g∈A(n) g!g−1
)

g′−1 = ∑
g∈A(n) g!g−1 for all g′ ∈ A(n). If we let |St (!)|

denote the order of |St (!)|, and if we let c1, c2, . . . , cp denote a complete set of
coset representatives of the stabilizer subgroup St (!), then

∑p
j=1 cj!c−1

j = 1
|St(!)|∑

g∈A(n) g!g−1 is also a quantum knot invariant. $%

We end this section with an example of a quantum knot invariant:

Example 2 The following observable ! is an example of a quantum knot 4-invariant:

Remark 6 For yet another approach to quantum knot measurement, we refer the reader
to the brief discussion on quantum knot tomography found in item (11) in the conclu-
sion of this paper.

4 Conclusion: Open questions and future directions

There are many possible open questions and future directions for research. We mention
only a few.
(1) What is the exact structure of the ambient group A(n) and its direct limit

A = lim−→ A(n).

Can one write down an explicit presentation for A(n)? for A? The fact that the
ambient group A(n) is generated by involutions suggests that it may be a Coxeter
group. Is it a Coxeter group?
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Each mosaic is a tensor product of
elementary tiles.

This observable is a quantum knot invariant 
for 4x4 tile space. Knots have characteristic 

invariants in nxn tile space. 
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QUANTUM TELEPORTATION



<M|

|E>
|psi>

|phi> <M| = SUM Mij <ij|

|E> = SUM Eij |ij>

|phi>k = SUM |psi>i Mij Ejk

|phi> = (ME) |psi>t

Measurement

EPR pair

When ME = Identity, 
then |phi> = |psi>.

Teleportation is achieved
by choosing an orthonormal

meaurement basis where one member
inverts E, and the other members

 are unitary rotations
 away from the key inverting member.

i j k



~

Teleportation Topology - Bare Bones



U2
k = δUk,

UkUk±1Uk = Uk,

UiUj = UjUi, |i − j| > 1.

See Figure 48.

... ... ...

...

...

U1 2 n-1U U

U
i
2 != U

i

U
i U

i
U

i+1
=

i
U

U
i

U = U U
ijj

if  |i -j| > 1.

, ,
...

Figure 48 - Relations in the Temperley-Lieb Monoid

We shall prove that the Temperley-Lieb Monoid is the universal monoid on Gn =
{1, U1, U2, ..., Un−1} modulo these relations. In order to accomplish this end we give a
direct diagrammatic method for writing any connection element of the monoid as a certain
canonical product of elements of Gn. This method is illustrated in Figure 49.
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Relations in the Temperley-Lieb Algebra
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in Cob[0] the composition with the morphism 〈Θ|Ω〉 commutes with any other
morphism. In that way 〈Θ|Ω〉 behaves like a scalar in the cobordism category.
In general, an n + 1 manifold without boundary behaves as a scalar in Cob[n],
and if a manifold Mn+1 can be written as a union of two submanifolds Ln+1

and Rn+1 so that that an n-manifold W n is their common boundary:

Mn+1 = Ln+1 ∪ Rn+1

with
Ln+1 ∩ Rn+1 = W n

then, we can write

〈Mn+1〉 = 〈Ln+1 ∪ Rn+1〉 = 〈Ln+1|Rn+1〉,

and 〈Mn+1〉 will be a scalar (morphism that commutes with all other mor-
phisms) in the category Cob[n].

Identity 
|     >
<     |

<     | >

<    ||    >  =

U

Θ
Ω

Θ

Θ

Ω

Ω

 =
 =

U U  = |    >Ω <    |ΘΩΘ<    |    >

 = |    >Ω <    |ΘΩΘ<    |    >
 = ΩΘ<    |    >

U
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φ|    >

ψ|    >

Θ

Ω

ΩΘ
φ|    > ψ|    >

ΩΘφ|    > ψ|    > =

|     >

<     |

Θ|     >

Ω<     | Ω

Θ

Figure C4

Figure C4 illustrates the staightening of |Θ〉 and 〈Ω|, and the straightening
of a composition of these applied to |ψ〉, resulting in |φ〉. In the left-hand
part of the bottom of Figure C4 we illustrate the preparation of the tensor
product |Θ〉 ⊗ |ψ〉 followed by a successful measurement by 〈Ω| in the second
two tensor factors. The resulting single qubit state, as seen by straightening,
is |φ〉 = Θ ◦ Ω|ψ〉.
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The Key to Teleportation

The Temperley-Lieb Category

QPQ=Q



Diagrammatics
Logic

Topology
Categories

PreGeometry as a Calculus of Propositions?

We go back to Gottlob Frege and 
Charles Sanders Pierce in search

of a structure deeper than 
Boolean algebra.



Frege’s Begriffsschrift -- Conceptual Notation

a

b
a      b

a
b

c

(a      b)         c

a
b

c

a      (b       c)

1879
Begriffsschrift, eine der arithmetischen nachgebildete Formelsprache des 
reinen Denkens



Frege’s Conceptual Notation Decoded

a

b
(a      b) = 

a
b

a

x

yxy

a

a b

a b

Non-Associative 
Operations 

Indicated Through a 
Category of Trees

Negation is a 90 degree bend.



C. S. Peirce’s Sign of Illation

Now write a + b for a OR b.

(a      b) = a b+

a bPeirce wrote a b+=

creating the pormanteau
sign of illation



G. Spencer-Brown in 
“Laws of Form”

used essentially the Peirce sign of illation
but writes 

instead of 

and uses ab for 
a OR b.

In Spencer-Brown, the mark        is regarded
as indicating either the act of crossing
the boundary of a distinction, or as the 

“marked state” of a distinction. 



marked

unmarked

X = state obtained
by crossing from X.

marked  = unmarked

=

unmarked  =  marked

=

In Spencer-Brown there is a single “logical 
particle”, the mark           .



A single “logical particle”,
 the mark                  .          

=

=

The mark interacts with itself in two ways,
either producing nothing, or producing

itself.



Digression: What is going on about 90 degrees and 
negation?

Compare with tangle theory where a 90 degree turn
applied to x yields -1/x.

And DeMorgan’s Law lives in a topological category.



==

* = unmarked state
P = marked state = 

P P

P

P P

*

The Logical Particle is a Fibonacci Particle 

Letting PP denote P or * we write symbolically
PP = P + *.

And P becomes the Golden Mean.

P

P*



P^2 = P + *
P^3 = PP + *P = P + * + P = 2P + *
P^4 = 3P + 2*
P^5 = 5P + 3*
P^6 = 8P + 3*

Interactions of P with itself
   generate Fibonacci numbers.

P^7 = 13P + 8*



Fibonacci Form and Beyond 3

It is well-known that the process of cutting off squares can be continued to infinity if
we start with a rectangle that is of the size φ × 1 where φ is the golden mean φ = (1+ 5 )/2.

This is not surprising. Such a process will work when the new rectangle is similar to
the original one, i.e.,

W/(L – W) = L/W.

Taking W = 1, we find that 1/(L – 1) = L, whence L2 – L – 1 = 0, whose positive root is the
golden mean.

It is also well-known that is the limit of successive ratios of Fibonacci numbers with
1 < 3/2 < 8/5 < 21/13 < ... < φ < ... < 13/8 < 5/3 < 2.

Fig. 2.  Characterizing the golden ratio.

Fig. 1.  The Fibonacci rectangles.

We ask:
Is there any other proportion for a rectangle, other than the Golden Proportion, that

will allow the process of cutting off successive squares to produce an infinite paving of the
original rectangle by squares of different sizes? The answer is: No!

Theorem.
The only proportion that allows the pattern of cutting off successive squares to

produce an infinite paving of the original rectangle by squares of different sizes is the
golden ratio.

The Golden Rectangle: PP = P + 1

I/P = (P-1)/I 
P = 1 + 1/P



Remarkably, this primitive Fibonacci particle
takes part in a braided tensor category

that generates a unitary representation of 
the Artin braid group that is dense in 

the unitary groups.
This representation can be used for 

universal topological quantum computation
and for studying quantum algorithms that

compute Jones polynomials.



Braiding Anyons

Recoupling

Process Spaces

Λ



 �   

F R

B = F   RF-1

F -1

Figure 16 - A More Complex Braiding Operator

A key point in the application of TQFT to quantum information theory
is contained in the structure illustrated in Figure 16. There we show a more
complex braiding operator, based on the composition of recoupling with the
elementary braiding at a vertex. (This structure is implicit in the Hexagon
identity of Figure 27.) The new braiding operator is a source of unitary rep-
resentations of braid group in situations (which exist mathematically) where
the recoupling transformations are themselves unitary. This kind of pattern is
utilized in the work of Freedman and collaborators [14, 15, 16, 17, 18] and in
the case of classical angular momentum formalism has been dubbed a “spin-
network quantum simlator” by Rasetti and collaborators [43]. In the next
section we show how certain natural deformations [26] of Penrose spin net-
works [46] can be used to produce these unitary representations of the Artin
braid group and the corresponding models for anyonic topological quantum
computation.

6 Spin Networks and Temperley-Lieb Recou-
pling Theory

In this section we discuss a combinatorial construction for spin networks that
generalizes the original construction of Roger Penrose. The result of this gen-
eralization is a structure that satisfies all the properties of a graphical TQFT

44

Non-Local Braiding is Induced 
via Recoupling



Fibonacci Process

P P

P

P P

*

The “particle” P interacts with P
to produce either P or *.
The particle * is neutral.



P P P P P P

P

P

*

P

|1>:|0>:

The process space with three input P’s and one 
output P has dimension two.

It is a candidate for a unitary 
representation of the three strand braids.

THE THREE STRAND BRAID GROUP CAN 
ACT ON A SINGLE QUBIT SPACE.





Fibonacci Tree:

Admissible Sequences
are the Paths from the Root



   

=

Forbidden

Figure 29 - Fibonacci Particle as 2-Projector

Note that in Figure 29 we have adopted a single strand notation for the particle
interactions, with a solid strand corresponding to the marked particle, a dotted
strand (or nothing) corresponding to the unmarked particle. A dark vertex
indicates either an interaction point, or it may be used to indicate the the
single strand is shorthand for two ordinary strands. Remember that these are
all shorthand expressions for underlying bracket polynomial calculations.

In Figures 30, 31, 32, 33, 34 and 35 we have provided complete diagram-
matic calculations of all of the relevant small nets and evaluations that are
useful in the two-strand theory that is being used here. The reader may wish
to skip directly to Figure 36a and Figure 36b where we determine the form of
the recoupling coefficients for this theory. We will discuss the resulting algebra
below.
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Double Stranded Iconics for Fibonacci Model
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Figure 34 -Vertex

In Figure 32 we indicate how the basic projector (symmetrizer, Jones-
Wenzl projector)
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be a basis for V. Then Θ : V −→ V is determined by

Θ|i〉 = Θij |j〉

(where we have used the Einstein summation convention on the repeated index
j) corresponds to the bra

〈Θ| : V ⊗ V −→ C

defined by
〈Θ|ij〉 = Θij.

Given 〈Θ| : V ⊗ V −→ C, we associate Θ : V −→ V in this way.

Comparing with the diagrammatic for the category Cob[0], we say that
Θ : V −→ V is obtained by straightening the mapping

〈Θ| : V ⊗ V −→ C.

Note that in this interpretation, the bras and kets are defined relative to the
tensor product of V with itself and [2] is interpreted as V ⊗ V. If we interpret
[2] as a single vector space W, then the usual formalisms of bras and kets still
pass over from the cobordism category.

<    ||    > 1

<    ||    >1

 =

 =

P

Q
|     ><     |1 1{ } { }

Θ

Θ

Ω

Ω

Θ Ω

{ }

}{

 =

 =
PQP      P =

 = R

R 1 =

Figure 17 - The Basic Temperley-Lieb Relation
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Temperley-Lieb

P = > <
Q = }  {

PQP = > < } { >< = <}{> > < = <}{> P

PP = > <> < = <> >  = <> P

Temperley-Lieb Relations Implicit in
Projector Structure
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state and a blank space for the unmarked state. Then one has two modes of
interaction of a box with itself:

1. Adjacency:

and

2. Nesting: .

With this convention we take the adjacency interaction to yield a single box,
and the nesting interaction to produce nothing:

=

=

We take the notational opportunity to denote nothing by an asterisk (*). The
syntatical rules for operating the asterisk are Thus the asterisk is a stand-in
for no mark at all and it can be erased or placed wherever it is convenient to
do so. Thus

= ∗.

We shall make a recoupling theory based on this particle, but it is worth
noting some of its purely combinatorial properties first. The arithmetic of
combining boxes (standing for acts of distinction) according to these rules
has been studied and formalized in [52] and correlated with Boolean algebra
and classical logic. Here within and next to are ways to refer to the two
sides delineated by the given distinction. From this point of view, there are
two modes of relationship (adjacency and nesting) that arise at once in the
presence of a distinction.

*

P P P P

P

Figure 25 - Fibonacci Particle Interaction
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=

Forbidden

Figure 29 - Fibonacci Particle as 2-Projector

Note that in Figure 29 we have adopted a single strand notation for the particle
interactions, with a solid strand corresponding to the marked particle, a dotted
strand (or nothing) corresponding to the unmarked particle. A dark vertex
indicates either an interaction point, or it may be used to indicate the the
single strand is shorthand for two ordinary strands. Remember that these are
all shorthand expressions for underlying bracket polynomial calculations.

In Figures 30, 31, 32, 33, 34 and 35 we have provided complete diagram-
matic calculations of all of the relevant small nets and evaluations that are
useful in the two-strand theory that is being used here. The reader may wish
to skip directly to Figure 36a and Figure 36b where we determine the form of
the recoupling coefficients for this theory. We will discuss the resulting algebra
below.
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properties (the operator is idempotent and a self-attached strand yields a zero
evaluation) and give diagrammatic proofs of these properties.

=

= = = 0

= 0

= =

=

− 1/δ

−(1/δ)δ− 1/δ

− 1/δ

Figure 28 - The 2-Projector

In Figure 29, we show the essence of the Temperley-Lieb recoupling model
for the Fibonacci particle. The Fibonaccie particle is, in this mathematical
model, identified with the 2-projector itself. As the reader can see from Figure
29, there are two basic interactions of the 2-projector with itself, one giving
a 2-projector, the other giving nothing. This is the pattern of self-iteraction
of the Fibonacci particle. There is a third possibility, depicted in Figure 29,
where two 2-projectors interact to produce a 4-projector. We could remark at
the outset, that the 4-projector will be zero if we choose the bracket polynomial
variable A = e3π/5. Rather than start there, we will assume that the 4-projector
is forbidden and deduce (below) that the theory has to be at this root of unity.
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Fibonacci 
Model

Temperley Lieb 
Representation of 
Fibonacci Model
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For this specialization we see that the matrix F becomes

F =

(
1/∆ ∆/Θ

Θ/∆2 T∆/Θ2

)

=

(
1/∆ ∆/Θ

Θ/∆2 (−Θ2/∆2)∆/Θ2

)

=

(
1/∆ ∆/Θ

Θ/∆2 −1/∆

)

This version of F has square equal to the identity independent of the value of
Θ, so long as ∆2 = ∆ + 1.

The Final Adjustment. Our last version of F suffers from a lack of symme-
try. It is not a symmetric matrix, and hence not unitary. A final adjustment
of the model gives this desired symmetry. Consider the result of replacing each
trivalent vertex (with three 2-projector strands) by a multiple by a given quan-
tity α. Since the Θ has two vertices, it will be multiplied by α2. Similarly, the
tetradhedron T will be multiplied by α4. The ∆ and the δ will be unchanged.
Other properties of the model will remain unchanged. The new recoupling
matrix, after such an adjustment is made, becomes

(
1/∆ ∆/α2Θ

α2Θ/∆2 −1/∆

)

For symmetry we require

∆/(α2Θ) = α2Θ/∆2.

We take
α2 =

√
∆3/Θ.

With this choice of α we have

∆/(α2Θ) = ∆Θ/(Θ
√

∆3) = 1/
√

∆.

Hence the new symmetric F is given by the equation

F =

(
1/∆ 1/

√
∆

1/
√

∆ −1/∆

)

=

(
τ

√
τ√

τ −τ

)

where ∆ is the golden ratio and τ = 1/∆. This gives the Fibonacci model.
Using Figures 37 and 38, we have that the local braiding matrix for the model
is given by the formula below with A = e3πi/5.

R =

(
−A4 0

0 A8

)

=

(
e4πi/5 0

0 −e2πi/5

)

.

The simplest example of a braid group representation arising from this
theory is the representation of the three strand braid group generated by S1 =
R and S2 = FRF (Remember that F = F T = F−1.). The matrices S1 and S2

are both unitary, and they generate a dense subset of the unitary group U(2),
supplying the first part of the transformations needed for quantum computing.
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Notice that it follows from the symmetry of the diagrammatic recoupling for-
mulas of Figure 36 that the square of the recoupling matrix F is equal to the
identity. That is,

(
1 0
0 1

)

= F 2 =

(
1/∆ ∆/Θ

Θ/∆2 T∆/Θ2

) (
1/∆ ∆/Θ

Θ/∆2 T∆/Θ2

)

=

(
1/∆2 + 1/∆ 1/Θ + T∆2/Θ3

Θ/∆3 + T/(∆Θ) 1/∆ + ∆2T 2/Θ4

)

.

Thus we need the relation

1/∆ + 1/∆2 = 1.

This is equivalent to saying that

∆2 = 1 + ∆,

a quadratic equation whose solutions are

∆ = (1±
√

5)/2.

Furthermore, we know that
∆ = δ2 − 1

from Figure 33. Hence
∆2 = ∆ + 1 = δ2.

We shall now specialize to the case where

∆ = δ = (1 +
√

5)/2,

leaving the other cases for the exploration of the reader. We then take

A = e3πi/5

so that
δ = −A2 − A−2 = −2cos(6π/5) = (1 +

√
5)/2.

Note that δ − 1/δ = 1. Thus

Θ = (δ − 1/δ)2δ −∆/δ = δ − 1.

and
T = (δ − 1/δ)2(δ2 − 2)− 2Θ/δ = (δ2 − 2)− 2(δ − 1)/δ

= (δ − 1)(δ − 2)/δ = 3δ − 5.

Note that
T = −Θ2/∆2,

from which it follows immediately that

F 2 = I.

This proves that we can satisfy this model when ∆ = δ = (1 +
√

5)/2.
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For this specialization we see that the matrix F becomes

F =

(
1/∆ ∆/Θ

Θ/∆2 T∆/Θ2

)

=

(
1/∆ ∆/Θ

Θ/∆2 (−Θ2/∆2)∆/Θ2

)

=

(
1/∆ ∆/Θ

Θ/∆2 −1/∆

)

This version of F has square equal to the identity independent of the value of
Θ, so long as ∆2 = ∆ + 1.

The Final Adjustment. Our last version of F suffers from a lack of symme-
try. It is not a symmetric matrix, and hence not unitary. A final adjustment
of the model gives this desired symmetry. Consider the result of replacing each
trivalent vertex (with three 2-projector strands) by a multiple by a given quan-
tity α. Since the Θ has two vertices, it will be multiplied by α2. Similarly, the
tetradhedron T will be multiplied by α4. The ∆ and the δ will be unchanged.
Other properties of the model will remain unchanged. The new recoupling
matrix, after such an adjustment is made, becomes

(
1/∆ ∆/α2Θ

α2Θ/∆2 −1/∆

)

For symmetry we require

∆/(α2Θ) = α2Θ/∆2.

We take
α2 =

√
∆3/Θ.

With this choice of α we have

∆/(α2Θ) = ∆Θ/(Θ
√

∆3) = 1/
√

∆.

Hence the new symmetric F is given by the equation

F =

(
1/∆ 1/

√
∆

1/
√

∆ −1/∆

)

=

(
τ

√
τ√

τ −τ

)
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Spin Networks and Anyonic Topological Computing

Louis H. Kauffmana and Samuel J. Lomonaco Jr.b

a Department of Mathematics, Statistics and Computer Science (m/c 249), 851 South Morgan
Street, University of Illinois at Chicago, Chicago, Illinois 60607-7045, USA

b Department of Computer Science and Electrical Engineering, University of Maryland
Baltimore County, 1000 Hilltop Circle, Baltimore, MD 21250, USA

ABSTRACT

We review the q-deformed spin network approach to Topological Quantum Field Theory and apply these methods
to produce unitary representations of the braid groups that are dense in the unitary groups.

Keywords: braiding, knotting, linking, spin network, Temperley – Lieb algebra, unitary representation.

1. INTRODUCTION

This paper describes the background for topological quantum computing in terms of Temperely – Lieb Recoupling
Theory. This is a recoupling theory that generalizes standard angular momentum recoupling theory, generalizes
the Penrose theory of spin networks and is inherently topological. Temperely – Lieb Recoupling Theory is based
on the bracket polynomial model for the Jones polynomial. It is built in terms of diagrammatic combinatorial
topology. The same structure can be explained in terms of the SU(2)q quantum group, and has relationships with
functional integration and Witten’s approach to topological quantum field theory. Nevertheless, the approach
given here will be unrelentingly elementary. Elementary, does not necessarily mean simple. In this case an
architecture is built from simple beginnings and this archictecture and its recoupling language can be applied
to many things including: colored Jones polynomials, Witten–Reshetikhin–Turaev invariants of three manifolds,
topological quantum field theory and quantum computing.

In quantum computing, the application is most interesting because the recoupling theory yields represen-
tations of the Artin Braid group into unitary groups U(n). These represententations are dense in the unitary
group, and can be used to model quantum computation universally in terms of representations of the braid
group. Hence the term: topological quantum computation.

In this paper, we outline the basics of the Temperely – Lieb Recoupling Theory, and show explicitly how
unitary representations of the braid group arise from it. We will return to this subject in more detail in
subsequent papers. In particular, we do not describe the context of anyonic models for quantum computation
in this paper. Rather, we concentrate here on showing how naturally unitary representations of the braid group
arise in the context of the Temperely – Lieb Theory. For the reader interested in the relevant background in
anyonic topological quantum computing we recommend the following references {1–5, 10, 11, 13, 14 }.

Here is a very condensed presentation of how unitary representations of the braid group are constructed via
topological quantum field theoretic methods. For simplicity assmue that one has a single (mathematical) particle
with label P that can interact with itself to produce either itself labeled P, or itself with the null label ∗. When
∗ interacts with P the result is always P. When ∗ interacts with ∗ the result is always ∗. One considers process
spaces where a row of particles labeled P can successively interact, subject to the restriction that the end result
is P. For example the space V [(ab)c] denotes the space of interactions of three particles labeled P. The particles
are placed in the positions a, b, c. Thus we begin with (PP )P. In a typical sequence of interactions, the first two
P ’s interact to produce a ∗, and the ∗ interacts with P to produce P.

(PP )P −→ (∗)P −→ P.

Further author information: L.H.K. E-mail: kauffman@uic.edu, S.J.L. Jr.: E-mail: lomonaco@umbc.edu

quant-ph/0603131 and quant-ph/0606114

Recoupling Theory for Fibonacci Model is 
Joint work with Sam Lomonaco.
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as described in the previous section, and specializes to classical angular mo-
mentum recoupling theory in the limit of its basic variable. The construction
is based on the properties of the bracket polynomial (as already described in
Section 2). A complete description of this theory can be found in the book
“Temperley-Lieb Recoupling Theory and Invariants of Three-Manifolds” by
Kauffman and Lins [26].

The “q-deformed” spin networks that we construct here are based on the
bracket polynomial relation. View Figure 17 and Figure 18.
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...

n strands

=
n

n
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Figure 17 - Basic Projectors
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Figure 18 - Two Strand Projector
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a b

c

i
j

k

a b

c
i + j = a
j + k = b
i + k = c

Figure 19 -Vertex

In Figure 17 we indicate how the basic projector (symmetrizer, Jones-Wenzl
projector)

is constructed on the basis of the bracket polynomial expansion. In this tech-
nology a symmetrizer is a sum of tangles on n strands (for a chosen integer n).
The tangles are made by summing over braid lifts of permutations in the sym-
metric group on n letters, as indicated in Figure 17. Each elementary braid is
then expanded by the bracket polynomial relation as indicated in Figure 17 so
that the resulting sum consists of flat tangles without any crossings (these can
be viewed as elements in the Temperley-Lieb algebra). The projectors have the
property that the concatenation of a projector with itself is just that projector,
and if you tie two lines on the top or the bottom of a projector together, then
the evaluation is zero. This general definition of projectors is very useful for
this theory. The two-strand projector is shown in Figure 18. Here the formula
for that projector is particularly simple. It is the sum of two parallel arcs and
two turn-around arcs (with coefficient −1/d, with d = −A2 − A−2 is the loop
value for the bracket polynomial. Figure 18 also shows the recursion formula
for the general projector. This recursion formula is due to Jones and Wenzl
and the projector in this form, developed as a sum in the Temperley–Lieb
algebra (see Section 5 of this paper), is usually known as the Jones–Wenzl
projector.

47

q-Deformed Spin Networks



More Recoupling
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Figure 20 - Orthogonality of Trivalent Vertices

There is a recoupling formula in this theory in the form shown in Figure 21.
Here there are “6-j symbols”, recoupling coefficients that can be expressed, as
shown in Figure 23, in terms of tetrahedral graph evaluations and theta graph
evaluations. The tetrahedral graph is shown in Figure 22. One derives the
formulas for these coefficients directly from the orthogonality relations for the
trivalent vertices by closing the left hand side of the recoupling formula and
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There is a recoupling formula in this theory in the form shown in Figure 21.
Here there are “6-j symbols”, recoupling coefficients that can be expressed, as
shown in Figure 23, in terms of tetrahedral graph evaluations and theta graph
evaluations. The tetrahedral graph is shown in Figure 22. One derives the
formulas for these coefficients directly from the orthogonality relations for the
trivalent vertices by closing the left hand side of the recoupling formula and
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using orthogonality to evaluate the right hand side. This is illustrated in Figure
23.

{ }a b
c d

i
jΣ=

j

a
a

b
b

c
c dd

i j

Figure 21 - Recoupling Formula

b

c d

a =k [ ]Tet a b
c d

i
k

i

Figure 22 - Tetrahedron Network

50

    

using orthogonality to evaluate the right hand side. This is illustrated in Figure
23.

{ }a b
c d

i
jΣ=

j

a
a

b
b

c
c dd

i j

Figure 21 - Recoupling Formula

b

c d

a =k [ ]Tet a b
c d

i
k

i

Figure 22 - Tetrahedron Network

50



    

{ }a b
c d

i
jΣ=

j

a
a

b
b

c c dd

i jk

Σ=
j

Θ(   ,   ,   )a Θ(   ,   ,   )c d ∆b j j j δ j

k

k{ }a b
c d

i
j

= Θ(   ,   ,   )a Θ(   ,   ,   )c d
∆

b{ }a b
c d

i
k k k

k

=
Θ(   ,   ,   )

{ }a b
c d

i
k

[ ]Tet a b
c d

i
k

Θ(   ,   ,   )k kdca b

∆ j ∆ j

∆ k

Figure 23 - Tetrahedron Formula for Recoupling Coefficients

Finally, there is the braiding relation, as illustrated in Figure 24.
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a b
cλ

a ab b

c c

(a+b-c)/2 (a'+b'-c')/2

x' = x(x+2)

a b
cλ

=

= (-1) A

Figure 24 - LocalBraidingFormula

With the braiding relation in place, this q-deformed spin network theory
satisfies the pentagon, hexagon and braiding naturality identities needed for
a topological quantum field theory. All these identities follow naturally from
the basic underlying topological construction of the bracket polynomial. One
can apply the theory to many different situations.

6.1 Evaluations

In this section we discuss the structure of the evaluations for ∆n and the theta
and tetrahedral networks. We refer to [] for the details behind these formulas.
Recall that ∆n is the bracket evaluation of the closure of the n-strand projector,
as illustrated in Figure 20. For the bracket variable A, one finds that

∆n = (−1)n A2n+2 − A−2n−2

A2 − A−2
.

One sometimes writes the quantum integer

[n] = (−1)n−1∆n−1 =
A2n − A−2n

A2 − A−2
.

If
A = eiπ/2r
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Figure 9 - YangBaxterEquation
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Figure 10 - Braiding

=

Figure 11 - Intertwining

It is to be expected that there will be an operator that expresses the re-
coupling of vertex interactions as shown in Figure 12 and labeled by Q. This
corresponds to the associativity at the level of trinion combinations shown in
Figure 15.1. The actual formalism of such an operator will parallel the math-
ematics of recoupling for angular momentum. See for example [26]. If one just
considers the abstract structure of recoupling then one sees that for trees with
four branches (each with a single root) there is a cycle of length five as shown
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in Figure 13. One can start with any pattern of three vertex interactions and
go through a sequence of five recouplings that bring one back to the same
tree from which one started. It is a natural simplifying axiom to assume that
this composition is the identity mapping. This axiom is called the pentagon
identity.

F

Figure 12 - Recoupling

F
F F
FF

Figure 13 - Pentagon Identity

Finally there is a hexagonal cycle of interactions between braiding, recou-
pling and the intertwining identity as shown in Figure 14. One says that the
interactions satisfy the hexagon identity if this composition is the identity.
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Figure 14 - Hexagon Identity

A graphical three-dimensional topological quantum field theory is an alge-
bra of interactions that satisfies the Yang-Baxter equation, the intertwining
identity, the pentagon identity and the hexagon identity. There is not room
in this summary to detail the way that these properties fit into the topology
of knots and three-dimensional manifolds, but a sketch is in order. For the
case of topological quantum field theory related to the group SU(2) there is a
construction based entirely on the combinatorial topology of the bracket poly-
nomial (See Section ?? of this article.). See [30, 26] for more information on
this approach.

Now return to Figure 15 where we illustrate trinions, shown in relation
to a trivalent vertex, and a surface of genus three that is decomposed into
four trinions. It turns out that the vector space V (Sg) = V (G(Sg, t)) to
a surface with a trinion decomposition as t described above, and defined in
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Applications of conformal field theory to the theory of fractional quantum Hall systems are 

discussed. In particular, Laughlin's wave function and its cousins are interpreted as conformal 

blocks in certain rational conformal field theories. Using this point of view a hamiitonian is 

constructed for electrons for which the ground state is known exactly and whose quasihole 

excitations have nonabelian statistics; we term these objects "nonabelions". It is argued that 

universality classes of fractional quantum Hall systems can be characterized by the quantum 

numbers and statistics of their excitations. The relation between the order parameter in the 

fractional quantum Hall effect and the chiral algebra in rational conformal field theory is 

stressed, and new order parameters for several states are given. 

I. Introduction 

The past few years have seen a great deal of interest in two-dimensional many 

particle and (2 + 1)-dimensional field-theoretic systems from several motivations. 

These include the fractional quantum Hall effect, high-temperature superconduc- 

tivity and the anyon gas, conformal field theory in 1 + 1 dimensions and its relation 

to 2 + 1 Chern-Simons-Wit ten (CSW) theories, knot invariants, exactly soluble 

statistical mechanical models in 1 + 1 dimensions, and general investigations of 

particle statistics in two space dimensions [1-6]. A common theme in most of these 

investigations is the richness of representations of the braid group, ~ , ,  which 

replaces the permutation group as the group describing particle statistics in two 

dimensions. In particular, in the fractional quantum Hall effect (FQHE) it was 

suggested early on that the fractionally charged quasiparticle excitations obey 

fractional statistics [7, 8], that is adiabatic interchange of two identical quasiparti- 

cles produces a phase not equal to + 1. In other words, in a suitable gauge, the 

wave functions transform under interchange of quasiparticles as a one-dimen- 

sional, i.e. abelian representation of the braid group, in a way not possible in 

0551)-3213/91/$03.50 +cj 1991 - Elsevier Science Publishers B.V. (North.l.lolhmd) 







Fibonacci Model -- on the back of an envelope
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Fig. 4. The Fibonacci particle P .
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Fig. 5. Local braiding.

either to produce P or to produce a neutral particle ∗. If X is any particle, then
∗ iteracts with X to produce X. Thus ∗ acts as an identity transformation. These
rules of interaction are illustrated in Fig. 4.

The braiding of two particles is measured in relation to their interaction. In
Fig. 5, we illustrate braiding of P with itself in relation to the two possible interac-
tions of P with itself. If P interacts to produce ∗, then the braiding gives a phase
factor of µ. If P interacts to produce P , then the braiding gives a phase factor of
λ. We assume at the outset that µ and λ are unit complex numbers. One should
visualize these particles as moving in a plane and the diagrams of interaction are
either creations of two particles from one particle, or fusions of two particles to
a single particle (depending on the choice of temporal direction). Thus we have a
braiding matrix for these “local” particle interactions:

R =

(
µ 0

0 λ

)

written with respect to the basis {|∗〉, |P 〉} for this space of particle interactions.
We want to make this braiding matrix part of a larger representation of the braid

group. In particular, we want a representation of the three-strand braid group on the
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process space V3, illustrated in Fig. 6. This space starts with three P particles and
considers processes associated in the patttern (PP )P with the stipulation that the
end product is P . The possible pathways are illustrated in Fig. 6. They correspond
to (PP )P −→ (∗)P −→ P and (PP )P −→ (P )P −→ P. This process space
has dimension two and can support a second braiding generator for the second
two strands on the top of the tree. In order to articulate the second braiding, we
change basis to the process space corresponding to P (PP ) as shown in Figs. 7
and 8. The change of basis is shown in Fig. 7 and has matrix F as shown below.
We want a unitary representation ρ of three-strand braids so that ρ(σ1) = R and
ρ(σ2) = S = F−1RF. See Fig. 8. We take the form of the matrix F as follows:

F =

(
a b

b −a

)
,

where a2 + b2 = 1 with a and b real. This form of the matrix for the basis change
is determined by the requirement that F is symmetric with F 2 = I. The symmetry
of the change of basis formula essentially demands that F 2 = I. If F is real, sym-
metric and F 2 = I, then F is unitary. Since R is unitary, we see that S = FRF
is also unitary. Thus, if F is constructed in this way, then we obtain a unitary
representation of B3.

Now we try to simultaneously construct an F and construct a representation of
the Temperley-Lieb algebra as described in Sec. 2. We begin by noting that

R =

(
µ 0

0 λ

)
=

(
λ 0

0 λ

)
+

(
µ − λ 0

0 0

)
=

(
λ 0

0 λ

)
+ λ−1

(
δ 0

0 0

)
,

where δ = λ(µ−λ). Thus R = λI + λ−1U where U =
( δ 0

0 0

)
so that U2 = δU . For

the Temperley-Lieb representation, we want δ = −λ2 − λ−2 as explained in Sec. 2.
Hence we need −λ2 − λ−2 = λ(µ − λ), which implies that µ = −λ−3. With this
restriction on µ, we have the Temperley-Lieb representation and the corresponding
unitary braid group representation for 2-strand braids and the 2-strand Temperley-
Lieb algebra.

Now we can go on to B3 and TL3 via S = FRF = λI + λ−1V with V = FUF.
We must examine V 2, UV U and V UV. We find that

V 2 = FUFFUF = FU2F = δFUF = δV ,

as desired and

V = FUF =

(
a b

b −a

) (
δ 0

0 0

)(
a b

b −a

)
= δ

(
a2 ab

ab b2

)
.

Thus V 2 = V and since V = δ|v〉〈v| and U = δ|w〉〈w| with w = (1, 0)T and
v = Fw = (a, b)T (T denotes transpose), we see that

V UV = δ3|v〉〈v|w〉〈w|v〉〈v| = δ3a2|v〉〈v| = δ2a2V .
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Similarly, UV U = δ2a2U. Thus we need δ2a2 = 1 and so we shall take a = δ−1.
With this choice, we have a representation of the Temperley-Lieb algebra TL3 so
that σ1 = AI + A−1U and σ2 = AI + A−1V gives a unitary representation of the
braid group when A = λ = eiθ and b =

√
1 − δ−2 is real. This last reality condition

is equivalent to the inequality

cos2(2θ) ≥ 1
4

,

which is satisfied for infinitely many values of θ in the ranges
[
0,

π

6

]
∪

[
π

3
,
2π

3

]
∪

[
5π

6
,
7π

6

]
∪

[
4π

3
,
5π

3

]
.

With these choices, we have

F =

(
a b

b −a

)
=

(
1/δ

√
1 − δ−2

√
1 − δ−2 −1/δ

)

real and unitary, and for the Temperley-Lieb algebra,

U =

(
δ 0

0 0

)
, V = δ

(
a2 ab

ab b2

)
=

(
a b

b δb2

)
.

Now examine Fig. 9. Here we illustrate the action of the braiding and the
Temperley-Lieb algebra on the first Fibonacci process space with basis {|∗〉, |P 〉}.
Here we have σ1 = R, σ2 = FRF and U1 = U , U2 = V as described above. Thus
we have a representation of the braid group on three strands and a representation
of the Temperley-Lieb algebra on three strands with no further restrictions on δ.
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Fig. 9. Algebra for a two-dimensional process space.

Remark on the U(2) Representation
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Redefining the Vertex -- the key to obtaining 
Unitary Recoupling Transformations.
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New Recoupling Formula
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Theorem. In the Temperley-Lieb theory we obtain unitary (in fact real or-
thogonal) recoupling transformations when the bracket variable A has the form
A = eiπ/2r. Thus we obtain families of unitary representations of the Artin
braid group from the recoupling theory at these roots of unity.

Proof. The proof is given the discussion above. !

In Section ? we shall show explictly how this works in the case of the
Fibonacci model where A = e3iπ/5.

6.3 Spin Networks and Quantum Gravity

This section will be expanded to remarks about the original Penrose spin net-
work theory, and the Spin Geometry Theorem. In loop quantum gravity, via
the loop transform, one can represent states of quantum gravity via Wilson
loops (and integrals of Wilson loops over the underlying gauge field A), and
hence by the geometry of knots and links embedded in the three space. The
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Braid Group come from Temperley Lieb 

Recoupling Theory at roots of unity.           

Sufficient to Produce Enough Unitary 
Transformations for Quantum 

Computing.



     

13 Quantum Computation of Colored Jones
Polynomials and the Witten-Reshetikhin-
Turaev Invariant

In this section we make some brief comments on the quantum computation
of colored Jones polynomials. This material will be expanded in a subsequent
publication.
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Quantum Computing Colored Jones Polynomials



Computing the colored Jones polynomials at
roots of unity requires finding a single 
diagonal element of a unitary matrix.

The best quantum algorithm we know
for this is the Hadamard test.

(See next slides.)

Aharanov, Jones and Landau also use the 
Hadamard test in their algorithm for the Jones 

polynomial. Computation time for our
algorithm and theirs are the same --

polynomial time for numerical approximation of 
the values of the invariant.



Witten-Reshetikhin-Turaev Invariants

WRT invariants of three manifolds 
are obtained by special sums of 

colored Jones polynomials.
Thus we also implicitly give algorithms for

computing WRT invariant.

What does this have to do with the 
quantum field theory associated with 

Witten’s approach? 

Is there a direct quantum algorithm for 
the Witten functional integral?



U

H|0>

|phi>

Measure

Hadamard Test

|0>

|0> occurs with probability
1/2 + Re[<phi|U|phi>]/2.

H

Imaginary part by same circuit with a phase shift of Pi/2.



The simple Fibonacci model is universal for
quantum computing.  All quantum mechanical processes can 

be simulated by this model.

The Fibonacci model is constructed from 
the bracket model for the Jones polynomial.

The Fibonacci model is constructed by a logic that
goes beneath the Boolean stucture implicit in
a space of one qubit -- allowing the action of 
the three-strand braids on the qubit space.

Summary



The Fibonacci model and its relatives
show that in principle quantum computing

can be accomplished with topological means.

The theory of the quantum Hall effect suggests
that non-abelian anyons can realize this dream.

Will the dream come to pass?

And for the mathematician -- what is the depth
of the role of the Artin braid group in the

structure of the unitary groups?





Returning to Frege
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FIGURE 10. The Four Term Relation from Categorical Lie Algebra.
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FIGURE 11. The Jacobi Identity.

The Jacobi Identity
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FIGURE 7. Exchange Identity for Vassiliev Invariants

The upshot of this Lemma is that Vassiliev invariants of type k are intimately involved
with certain abstract evaluations of graphs with k nodes. In fact, there are restrictions (the
four-term relations) on these evaluations demanded by the topology and it follows from re-
sults of Kontsevich [4] that such abstract evaluations actually determine the invariants. The
knot invariants derived from classical Lie algebras are all built from Vassiliev invariants of
finite type. All of this is directly related to Witten’s functional integral [41].

In the next few figures we illustrate some of these main points. In Figure 8 we show
how one associates a so-called chord diagram to represent the abstract graph associated
with an embedded graph. The chord diagram is a circle with arcs connecting those points
on the circle that are welded to form the corresponding graph. In Figure 9 we illustrate
how the four-term relation is a consequence of topological invariance. Figure 9 is the most
important part of the connection of the topology and the algebra for Vassiliev invariants.

Look closely at this figure. The top of the figure illustrates a simple topological equiv-
alence related to the rigid vertex. Two segments (parts of a larger diagram) cross to form
a vertex. On the left-hand side of the equality a loop passes under all parts of the crossing
segments. On the right-hand side of the equality the loop passes over all parts of the cross-
ing segments. The two figures (left and right) are topologically equivalent as they stand,
and if they appear inside any larger diagram that has the same local appearance as these
figures. The equivalence is obtained by contracting the loop from under the crossing and
then expanding it above the crossing, going from the left part of the equality to the right
part of the equality. But there is another way to go from the under-crossing diagram to the
over-crossing diagram. This second way is given in detail by the four equations that are
grouped in the next part of Figure 9. The first equation begins with our familiar left-side
diagram and subtracts the result of switching a single crossing. The result (since we are
evaluating Vassiliev invariants) is the new diagram on the right with the switched crossing
replaced by a node. Thus the diagram on the right has two nodes. We repeat this procedure
four times, each time switching one more crossing and arranging the equations so that the
last equation involves the right-hand diagram where the loop is entirely above the cross-
ing. Adding these four equations together yields complete cancellation of the sum of their
left-sides, and we obtain the boxed equation of diagrams with two nodes each. This is the
embedded four-term relation. In the embedded four-term relation we see a central node
and four neighboring nodes. The neighbors fall into pairs to the left and to the right of the

Knots, Links and Lie Algebras
Vassiliev Invariants
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FIGURE 8. Chord Diagrams.

FIGURE 9. The Four Term Relation from Topology

central node. From the embedded four-term relation we go directly to the abstract four-
term relation shown directly below it in the chord diagram language. It is a good exercise
to make this translation yourself. The abstract four term relation exhibits neighbor rela-
tions among crossings in a direct way with one neighbor difference on the left-hand side
of the equation, and another neighbor difference on the right-hand side of the equation.

Skein Identity

Chord Diagram



     

10 LOUIS H. KAUFFMAN

FIGURE 8. Chord Diagrams.

FIGURE 9. The Four Term Relation from Topology

central node. From the embedded four-term relation we go directly to the abstract four-
term relation shown directly below it in the chord diagram language. It is a good exercise
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of the equation, and another neighbor difference on the right-hand side of the equation.

Four-Term Relation From Topology
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(a  b)  c   -  (a  c)  b = a  (b  c)
Hence
(a  b)  c + b  (a  c) = a  (b  c).

FIGURE 11. The Jacobi Identity.

The Jacobi Identity



Knot theory, logic and physics all fit
together in the categorical

diagrammatic setting.

The story goes on.


